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1 Introduction
The ability to edit and manipulate 2D content has be-

come crucial in many fields, including computer graph-
ics, virtual reality, and digital content creation. Emerg-
ing techniques, such as InstructPix2Pix (Brooks et al.,
2023), have revolutionized the way users interact with
image editing software with natural language instruc-
tions. However, InstructPix2Pix still faces significant
challenges.

Currently, the model completely fails on Chinese
instructions, despite an increasing number of Chinese-
speaking populations who could benefit from this tech-
nology. Moreover, the model only works well when
the instruction is very detailed, and it cannot make any
inferences about what the user wants.

In this project, we present novel work to solve two
major limitations of InstructPix2Pix: (1) add the abil-
ity for InstructPix2Pix to understand Chinese editing
instructions, and (2) add the ability for InstructPix2Pix
to understand vague editing instructions that require
careful reasoning.

Our key contributions include:

• Leverage advanced LLM in-context learning and
chain-of-thought techniques to inject instruction
reasoning capabilities to InstructPix2Pix

• Extend InstructPix2Pix’s capability to understand
Chinese editing instructions at inference time using
LLM-based translation

• Propose new reasoning dataset for image instruc-
tion editing benchmarking and training

• Fine-tune InstructPix2Pix on our new reasoning
dataset and demonstrate its improvement

2 Dataset and Tasks
2.1 Terminology Definition

In this report, we refer to several kinds of texts in the
image editing process.

Original caption: Image caption for the unedited
image. In Appendix Figure 7 left example from (Jin
et al., 2024), it would be “Picture of the white house”.

Modified caption: Image caption for the edited im-
age. In Appendix Figure 7 left example, it would be
“Picture of the white house with fireworks in the sky”.

Edit/Original prompt: Detailed image editing text
instructions (in English). In Appendix Figure 7 left

example, it would be “put fireworks in the sky”. This is
what InstructPix2Pix is trained on.

Vague/Reasoning prompt: Vague or unclear instruc-
tions that require careful reasoning to figure out what
the user truly wants. In Appendix Figure 7 left example,
it would be “celebrate the independence day”. It is up
to the model to infer what edits should be made given
the vague reasoning instruction. In this case, the model
made the connection that celebration should mean the
addition of fireworks.

Chinese prompt: Detailed image editing instructions
in Chinese. It is produced by translating the English
edit/original prompt into Chinese, so they have the same
meaning.

2.2 Task Definition

The task is natural language instruction-guided zero-
shot image editing. Given an input image and a natural
language instruction describing the desired edit, the
model generates the edited image directly in a forward
pass.

Specifically, in this task, we focus on the model’s ca-
pability from two perspectives: (1) the degree to which
it understands text instruction and performs edits given
Chinese prompt, and (2) the degree to which it under-
stands text instruction and performs edits given vague
prompts.

2.3 Baseline

We use the original InstructPix2Pix model as our
baseline and evaluate it on two benchmarks: a Chinese
dataset benchmark and a reasoning dataset benchmark.
In the Chinese benchmark, we input Chinese prompts as
edit instructions to assess the model’s ability to process
Chinese language inputs. In the reasoning benchmark,
we provide vague prompts as edit instructions to test the
model’s capability to infer user intent from less detailed
instructions.

2.4 Dataset Generation

The original InstructPix2Pix dataset framework uti-
lizes 700 human-created text prompt examples 1 to gen-
erate around 450,000 image editing samples. They then
apply a CLIP similarity score to these samples to create
a subset of 313,010 high-quality images for training the
model.

1https://github.com/timothybrooks/InstructPix2Pix



There is no existing public dataset for multilingual
image editing or image editing dataset that includes
reasoning. Thus, we take the CLIP-filtered portion from
the original dataset and augment it with the Qwen LLM
model (Yang et al., 2024). Specifically, we start with
around 20% of the 436GB CLIP-filtered dataset, which
is 62,000 samples and 84GB.

Then, we use custom few-shot in-context-learning
techniques to take in the original caption, original edit
prompt, and the modified caption, to generate the Chi-
nese prompt and reasoning prompt. This process draws
inspiration from ReasonPix2Pix (Jin et al., 2024). We
include the LLM prompts in the Appendix Figure 8, 9.

For the translation task, we considered using Google
Translate 2. However, we found the quality is better
with LLM-based translation for many situations. This is
because with LLMs, we are able to give it the the com-
plete context, and tell it the relationships between the
captions and the edit prompts. By having better context
awareness and understanding of the task, the LLM is
able to generate more accurate translations. For exam-
ple, in one edit prompt, Google Translate converted the
text “make it at night” into the Chinese equivalent of “go
at night”, while Qwen produced the Chinese equivalent
of “change it to be at night”, which is more accurate.

We used Qwen2.5-32B-Instruct-GPTQ-Int8, which
uses around 40GB of GPU memory, and both genera-
tion processes took over 40 hours on an NVIDIA A6000
GPU. This is due to the large scale of the generation.
We conservatively estimate that over 80,000,000 tokens
are used in the process. Thus, to speed up the inference
speed and save resources, we observe that the few-shot
prompt text is always the same. Thus, there is no rea-
son to repeatedly compute them. Instead, we enable
auto prefix caching, which reuses them and gives a 2x
speedup, as shown in Figure 2. Nonetheless, 40+ hours
were used even after using this optimization.

2.5 Evaluation Metrics

In our experiments, we will evaluate the performance
of the models using two primary metrics based on CLIP.
These metrics assess the models’ ability to balance pre-
serving the original image content with accurately ap-
plying the desired edits specified by the instructions.

• CLIP Image Similarity: Cosine similarity of
CLIP image embeddings between the input im-
age and the edited image, measuring how much
the edited image retains the content of the input
image.

• Directional CLIP Similarity: This metric mea-
sures the consistency of the change between the
two images (in CLIP space) with the change be-
tween the two English image captions.

2https://translate.google.com

3 Related Works
3.1 InstructPix2Pix: Learning to Follow Image

Editing Instructions(Brooks et al., 2023)
InstructPix2Pix is a diffusion-based generative model

that is designed for prompt driven image editing. In-
structPix2Pix treats image editing as a supervised learn-
ing task, that is, given an input image and a natural
language instruction describing the desired edit, the
model generates the edited image directly in a forward
pass. The model is trained on a paired dataset gener-
ated by combining GPT-3 for creating edit instructions
and captions, and with Stable Diffusion for generating
paired images. It utilizes a CLIP-based metric to ensure
alignment between captions and images in evaluation.
This paper provides a strong baseline model that we
may refernece and finetune on.

3.2 ReasonPix2Pix: Instruction Reasoning Dataset
for Advanced Image Editing(Jin et al., 2024)

InstructPix2Pix as previously mentioned demonstrate
the ability to deal with explicit instruction image editing.
However, such approach often struggle with implicit,
abstract, or multi-step reasoning tasks. The paper pro-
posed a reasoning-attentive dataset for instruction-based
image editing, which is constructed focusing on im-
plicit and reasoning-focused instructions paired with
images, and those data that contains significant vari-
ances between input and edited images, such as geo-
metric changes and background changes. Finetuning
on model with such dataset proved a increase in reason-
ing ability of image editing and addressing significant
change problem in original IntructPix2Pix. This pro-
vides a dataset we may sample from for our finetuning
and testing dataset for enhancing model’s capability of
reasoning.

3.3 PixWizard: Versatile Image-to-Image Visual
Assistant with Open-Language
Instructions(Lin et al., 2024)

This paper introduces PixWizard, introduces variety
of vision tasks such as image editing, text-to-image
generation, inpainting, outpainting, image restoration,
dense image prediction, and controllable image gen-
eration, and combined them into a same framework.
It introduces Omni Pixel-to-Pixel Instruction-Tuning
Dataset, that contains data tasks above covering multi-
ple domains such as image restoration, image editing,
etc, providing diverse training examples for instruction-
based learning. Our construction of own finetuning
dataset may reference variety of tasks of this dataset and
reference the data from this dataset.

3.4 Instruct-GS2GS: Editing 3D Gaussian Splats
with Instructions(Vachha and Haque, 2024)

Instruct-GS2GS introduces a method for editing 3D
Gaussian Splatting (3DGS) scenes using text-based in-
structions, building on the iterative dataset update ap-
proach of Instruct-NeRF2NeRF(Haque et al., 2023). It
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leverages Instruct-Pix2Pix diffusion model, presenting
image editing on different angles for 3D reconstruction.
With Instruct-Pix2Pix, it iteratively update all training
dataset images for 3DGS scenes. In the final step of
our project, we will incorporate the pipline of Instruct-
GS2GS to test the finetuned model’s performance com-
paring to baseline model.

3.5 High-Resolution Image Synthesis with Latent
Diffusion Models(Rombach et al., 2022)

The paper proposes Latent Diffusion Models (LDMs).
It addresses computational challenges in diffusion mod-
els (DMs) for image synthesis. LDMs leverage pre-
trained autoencoders to operate in a perceptually equiv-
alent, lower-dimensional latent space, reducing compu-
tational costs while maintaining synthesis quality. This
paper presents our base model, latent diffusion for our
project InstructPix2Pix model, which is the model that
the project uses in generating image. The model al-
lows us to computationally efficiently apply diffusion
for generating images.

3.6 Chinese CLIP: Contrastive Vision-Language
Pretraining in Chinese(Yang et al., 2023)

The research on “Chinese CLIP: Contrastive Vision-
Language Pretraining in Chinese” introduces a Chinese
adaptation of the CLIP model for multimodal tasks.
The original CLIP metric does not support encoding
of Chinese due to vocabulary base limitation, which
does not contain langauge like Chinese. To address
the challenges in lack of Chinese metric in evaluation
metric and challenge of transferring vision-language
foundation models to Chinese contexts, the authors de-
velop Chinese CLIP. Our project incorporates applying
multilingual text-image editing performance enhancing
where Chinese CLIP can be applied.

3.7 DiffChat: Learning to Chat with
Text-to-Image Synthesis Models for Interactive
Image Creation(Wang et al., 2024)

The paper introduces “DiffChat,” which refines user
prompts and generates high-quality outputs based on
user instructions. A new dataset, InstructPE, is created
for supervised training. The dataset is generated with
reinforcement learning with criteria for aesthetics, user
preference, and content integrity. The framework em-
ploys advanced techniques like Action-space Dynamic
Modification (ADM) and Value Estimation with Con-
tent Integrity (VCI) for improved performance.

3.8 Qwen2 Technical Report (Yang et al., 2024)
The Qwen2 models is introduced and they represent

a significant advancement in large language models
(LLMs) and multimodal models. Some key innova-
tions include dense models, a Mixture-of-Experts (MoE)
model, and instruction-tuned variants designed for di-
verse applications such as coding and logical reasoning.
Some other advancement include improvements in con-
text length capabilities and robust multilingual support

over 30 languages. The model will be used as a LM for
text and data generation for our customized dataset.

4 Approach
In this project, we aim to build two solutions to the

two challenges, by using inference time processing and
using fine-tuning on synthetically generated datasets.

4.1 Reasoning challenge
1. Inject reasoning into model at inference time

To enhance the model’s capability in editing with
implicit instructions and in reasoning, we per-
formed few-shot chain-of-thought in-context learn-
ing. When given the reasoning prompt, our
pipeline first uses BLIP2 model (Li et al., 2023)
to generate a caption description of the original
image. Then, we used Qwen model (Bai et al.,
2023) to generate a more detailed editing instruc-
tion using the caption and the reasoning prompt.
The few-shot prompt used is shown in Figure 11.
Since the editing instruction can often be quite
vague or unclear, we provide the caption as addi-
tional contextual information to assist the LLM in
producing the best possible translation. Finally, we
fed the original image and the detailed editing in-
struction to InstructPix2Pix to generate the edited
image. The fine-tuning architecture is depicted at
the bottom of Figure 1 in the Appendix.

Since an LLM is used in a inference time pipeline,
robustness is key. It is well known that LLMs som-
times have difficulty generating structured output,
such as valid JSON strings. To mitigate this issue,
we employ LLM reflection techniques to try to cor-
rect any potential parse errors, as described in the
code overview section. In our experience, when
performing over 600 LLM pipeline inferences, sev-
eral cases needed reflection and need to be cor-
rected. However, no case were uncorrectable.

2. Fine tuning on synthetic reasoning dataset

We incorporated the dataset pattern of Reason-
Pix2Pix Dataset (Jin et al., 2024) to extend the
InstructPix2Pix dataset. To achieve this, we used
the Qwen model to perform few shot in context
learning to transform each detailed editing instruc-
tion to a more vague reasoning instruction. The
new dataset containing the vague reasoning instruc-
tion is used to fine-tune the InstructPix2Pix model.
The fine-tuning architecture is depicted on the top
of Figure 1 in the Appendix.

4.2 Multilingual challenge
1. LLM-based language translation at inference

time

In this method, we used a pre-trained Qwen LLM
model that is well-versed in multiple languages
to translate the user instruction to English. The
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translated instruction is then used to edit the image
using InstructPix2Pix. Again, the BLIP2 model is
used to generate a caption of the original image to
provide further context information. The few-shot
prompt used is shown in Figure 10.

Since an LLM is also used at inference time in this
approach, we use the same reflection techniques as
described above to solve JSON parse errors.

5 Experiment
In this section, we detail the experiments conducted

to evaluate the performance of our extended Instruct-
Pix2Pix model on Chinese prompts and on vague
prompts. We compare our model with the baseline
InstructPix2Pix model and present both quantitative and
qualitative results.

5.1 Chinese Instructional Image Editing Task
As introduced in Dataset Section, we constructed a

Chinese instructional image editing dataset by lever-
aging existing images and English prompts in Instruct-
Pix2Pix dataset and translating the prompts into Chinese
using the Qwen-2.5 model.

5.1.1 Experimental Setup
A separate evaluation set of 1,000 image-instruction

pairs was created to benchmark the models. The evalua-
tion prompts were also translated using Qwen-2.5.

• Baseline Model: Original InstructPix2Pix trained
on English prompts without reasoning capability.

• Our Inference Time Translation Model: Instruct-
Pix2Pix with inference time translation.

5.2 Image Editing Task with Vague Prompt
We constructed a vague instruction image editing

dataset by leveraging existing images and original
prompts in InstructPix2Pix dataset and the reasoning
prompts that do not provide clear instructions.

5.2.1 Experimental Setup
A separate evaluation set of 1,000 image-instruction

pairs was created to benchmark the models. The eval-
uation reasoning prompts were also generated using
Qwen-2.5.

• Baseline Model: Original InstructPix2Pix (same
as in 5.1.1).

• Our Inference Time Reasoning Model: Instruct-
Pix2Pix with inference time reasoning.

• Our Fine-tuned Model: InstructPix2Pix fine-
tuned on vague instructions.

5.3 Quantitative Results
We employed quantitative metrics based on CLIP

Image Similarity and Directional CLIP Similarity.
We plot the consistency with the input image and the

consistency with the edit for all models, as shown in Fig-
ure 3 in the Appendix. For both methods, we fix the text

guidance scale to 7.5 and vary the image guidance scale
sI in the range [1.0, 2.2]. According to Figure 3, for the
original prompts, the baseline model outperforms the
fine-tuned model, indicating that the fine-tuned model’s
adaptations may have slightly compromised its general
performance on the original dataset.

For the Chinese prompts, both the baseline and the
fine-tuned model does not perform well, suggesting that
the model alone can not handle the linguistic difference.
However, the pipeline model (inference time LLM trans-
lation), with inference-time translation, shows signifi-
cantly improved performance, showing the effectiveness
of this approach in handling Chinese tasks. Notably, the
pipeline model’s performance on Chinese prompts is
comparable to the baseline model’s performance on
English prompts, suggesting that the translation step
successfully bridges the gap in linguistic understanding.

For the reasoning prompts, the fine-tuned model out-
performs the baseline model and pipeline model (infer-
ence time reasoning), showcasing its enhanced capa-
bility to handle vague instructions. This improvement
highlights the benefit of targeted finetuning for reason-
ing tasks.

5.4 Qualitative Results
Examples of edited images are presented in Figure 4.

This figure showcases side-by-side comparisons of the
original images and the edited outputs using selected
Chinese and vague prompts. The baseline model often
ignores or misinterprets Chinese and reasoning instruc-
tions. This is because the text encoder in Stable Diffu-
sion that is used in baseline model is only trained on
English dataset. Thus, baseline method cannot interpret
Chinese language. Our pipeline model can generally
perform well: it understands the Chinese instructions
and demonstrates reasoning capabilities. However, our
fine-tuned model sometime struggles with images in-
volving humans.

5.5 Timing and Intermediate Results
We trained the model using a machine equipped with

an Intel i9-14900K CPU, 64GB of DDR5 RAM, and an
NVIDIA A6000 GPU. For our project, we conducted
full fine-tuning for all runs, using approximately 39GB
out of the available 48GB of GPU memory.

For small-scale training with 10,000 prompts, the
process took about 10 minutes per epoch, and we fine-
tuned the model for 2 epochs. After making sure that
the initial training process is correct by evaluating the
model to monitor its performance, we proceeded with
larger-scale training using 20,000 prompts, which re-
quired 20 minutes per epoch and was fine-tuned for 10
epochs. Finally, we scaled up to 60,000 prompts, cor-
responding to over 400,000 images. This training took
approximately 1 hour per epoch. By running it for 23
epochs, it resulted in a total runtime of about 24 hours.

For all runs, we performed validation every 4 epochs.
The validation step incurred negligible runtime com-
pared to the overall training process.
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As mentioned before, during training, we continu-
ously evaluated the model to monitor its performance
and ensure the effectiveness of the fine-tuning process.
The intermediate results are shown in Figure 5 and Fig-
ure 6 in the Appendix.

6 Code Overview

Due to the large scale of this project, we implemented
significant amounts of code. The code that we wrote is
over 800 lines.

6.1 Dataset Generation Code
The dataset generation is built on top of the VLLM

inference engine. Figure 12 shows the bash script to
launch the VLLM engine to run the Qwen-2.5 32B
model as an OpenAI API compatible server. Note that
we have shrunk the context size to save GPU memory,
and we enabled prefix caching to gain a 2x speedup as
previously described.

To connect to the VLLM server with maximal code
reuse, we construct a library to easily construct few shot
templates and generate using it. As shown in Figure
13, it provides convenience functions to convert JSON
objects, query the LLM, and perform logging.

To generate the Chinese and Reasoning dataset (al-
though we don’t use the Chinese dataset for fine-tuning,
we still use it for evaluation), as shown in Figures 14,
15, we scan through the folder containing all the original
prompts, and for each prompt, we generate the dataset
by querying the LLM with the prompt and the few-shot
template. We then save the generated dataset to a sepa-
rate JSON file (so we can easily roll back if necessary).
Since we parse the LLM output using JSON format, we
expect a very small percentage of parse errors. In those
cases, we retry for a certain number of times before
giving up. The fine-tuning code is fault-tolerant to these
missing datapoints.

6.2 Pipeline Generation Code
Instead of inferencing the pipeline one input image at

a time, we perform the steps one by one in batches. This
allows us to load only one model into GPU memory at
a time, which reduces the required memory.

As shown in Figure 16, we first use the BLIP2 model
to generate the image caption with the transformers
library and the blip-image-captioning-large model at
float16 precision. Results are saved in temporary JSON
files.

Similar to the dataset generation code, the pipeline
LLM code is also built on top of our same LLM infer-
ence infrastructure. As shown in Figures 17, 18, they
take in the image captions and generate the “processed
prompts” from the Chinese and reasoning prompts, plus
the image caption. This step is coordinated by a script
that scans through all inputs and calls the respective
LLM operation, as shown in Figure 19.

Unlike the dataset generation LLM generation code,
as described previously, we want to minimize the chance

of a JSON parse error. As shown in the bottom of Fig-
ures 17, 18, we use LLM reflection techniques to ensure
that the LLM output is always valid JSON. Whenever
we detect an error, we further prompt the LLM with
more instructions, as well as the previous result.

Finally, we generate the pipeline outputs by feeding
the LLM processed prompts into the baseline diffusion
model, as shown in Figure 20.

6.3 Model Fine-tuning Code

When fine-tuning (and running evaluations on) the
diffusion model, we mostly use the code provided by
the baseline model code. However, since our generation
dataset is a fraction of the size of the original dataset,
most data samples are non-existent in the index file
(called seeds.json). Thus, when the dataloader tries
to load the sample, it will encounter an error. To fix
this, we dynamically precompute the index file based
on what exists in the directory, as shown in Figure 21.
Since this operation is heavily I/O bound, we parallelize
the operation among many Python threads to speed up
the process.

6.4 Evaluation Code

To qualitatively evaluate the results in batch, we
modified lines 82-90 in instruct_pix2pix/generation.py
to allow caching of the diffusion model between gen-
erations, enabling faster generation speeds. We also
wrote Chinese enabled (Chinese font included in the
codebase) matplotlib code to format and display the
results in a grid, which can be found in visualiza-
tions/generate_comparison.py. Model checkpoint link
is in the README file.

7 Timeline

This section specifies the time allocation spent on the
project, and a general timeline for the project.

1. Initial overview of project and writing proposal,
total time spent: 5 Hours during Nov 14 - Nov 15

2. Reading related works and conducting literature
review, total time spent: 5 Hours during Nov 15 -
Nov 20

3. Running baselines and downloading datasets, total
time spent: 12 hours during Nov 15 - Nov 20

4. Running data generation pipeline and generate
data, total time spent: 15 hours during Nov 20 -
Nov 28

5. Running Fine-tuning on the dataset, total time
spent: 15 Hours during Nov 28 - Dec 5

6. Evaluation and summarization, total time spent: 15
Hours during Dec 5 - Dec 12

7. Poster building, code review, and final report writ-
ing 10 Hours during Dec 11 - Dec 13
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Tasks Time Date Span
1. Overview 5 hrs Nov 14 - Nov 15
2. Read Related Works 5 hrs Nov 15 - Nov 20
3. Baseline Running 12 hrs Nov 15 - Nov 20
4. Dataset Building 15 hrs Nov 20 - Nov 28
5. Fine-tuning 15 hrs Nov 28 - Dec 5
6. Evaluation 15 hrs Dec 5 - Dec 12
7. Poster and Report 10 hrs Dec 11 - Dec 13

The project spans from mid November to mid
December, total of 62 Hours human work.

8 Research Log
This research log outlines how our motivation

evolved, the steps taken to set up the project, and the
adjustments made to refine our objectives.

8.1 Motivation Gained
The project is first inspired by InstructPix2Pix, which

was trained with GPT-3 and an earlier version of the
stable diffusion-generated data. Recognizing the limi-
tations of the outdated dataset, we proposed refining it
with a customized dataset, which can be used to fine-
tune the model. Beyond the common evaluation on
images, we aimed to apply the fine-tuned model in at
some additional domains. Initially, 3D mesh editing
was considered as a downstream application.

8.2 3D Editing Objective Pivoted
While exploring 3D mesh editing, we discovered a

precedent study (Vachha and Haque, 2024) that was
built on InstructPix2Pix. It had already addressed simi-
lar objectives with promising results. This led us to pivot
our focus from applying 3D mesh editing to improving
InstructPix2Pix itself.

8.3 InstructPix2Pix’s Limitations
Inspired by the paper ReasonPix2Pix(Jin et al., 2024),

we found that InstructPix2Pix baseline is not capable
of understanding implicit prompts. However, the paper
does not provide a valid open source dataset or the
pipeline code to generate such dataset. Our project goal
is to refine the reasoning capabilities of InstructPix2Pix
by fine-tuning on a customized dataset.

We also found that InstructPix2Pix lacked support for
multilingual prompts. Given our team’s multilingual ex-
pertise, we decided to focus on enhancing this capability
as part of our project’s objectives.

8.4 Methods Determined and Conclusion Achieved
Since both issues are text-based, a natural solution

was to transform the text inputs in a way that the diffu-
sion model could better understand. The most cost effect
way to achieve that is to take advantage of the common
sense knowledge from a pretrained LLM model. Be-
cause many reasoning instructions require contextual
information about the original image, we integrated a
BLIP2 image captioning model to provide contextual
information about the image.

Despite its advantages, using an LLM had some draw-
backs, such as increased computational, memory, and
latency overhead during inference. Moreover, it had
potential robustness issues with LLM output parsing
errors. Thus, we aimed to fine-tune the InstructPix2Pix
model to mitigate these issues. We had the option to ei-
ther fine-tune the CLIP text encoder model or the stable
diffusion model. Fine-tuning the CLIP text encoder was
considered but then rejected, as it could not fully utilize
information from the image modality. Incorporating
the BLIP2 model together with it would re-introduce
overhead, losing the benefits of this approach. Thus, we
chose to fine-tune the stable diffusion model. We have
access to ample amount of InstructPix2Pix pretraining
dataset, so fine-tuning the stable diffusion model was
feasible.

After fine-tuning on reasoning dataset, Chinese
prompt remained to be a challenge. Upon investiga-
tion, we discovered that the CLIP text encoder’s tok-
enizer lacked Chinese tokens. Fine-tuning with out-of-
vocabulary tokens would be ineffective. While we found
that the Chinese CLIP model could be an option, it oper-
ates in a completely different embedding space from the
original CLIP model. This meant that we would have to
retrain InstructPix2Pix from scratch, which is infeasible
in the time frame of this project and with our resources.

Based on these considerations, we concluded with
three models specified the the previous sections to en-
hance InstructPix2Pix. This focused approach allowed
us to refine InstructPix2Pix effectively while balancing
feasibility and resource availability.

9 Conclusion

In conclusion, we tackled the two challenges that In-
structPix2Pix failed on: handling multilingual prompts
and vague prompts. To address these challenges, we in-
troduced a pipeline model incorporating inference-time
processing with LLM-based translation and reasoning,
and a fine-tuned model trained on generated datasets.

Our experiments demonstrated the effectiveness of
these approaches. The pipeline model with inference-
time translation showed significantly improved perfor-
mance on Chinese prompts, achieving results compa-
rable to the baseline model on English prompts. The
fine-tuned model outperforms the baseline model in han-
dling vague prompts. The pipeline model for reasoning
also showed promising results, which shows that cap-
tion generation and few shot instruction enhance the
instruction prompt.

There are directions for future work. First, fine-tuning
the CLIP model on multilingual datasets together with
InstructPix2Pix could improve text-image alignment
and overall model performance, particularly for non-
English prompts. Second, extending the training data to
be more inclusive, covering additional languages and a
larger range of implicit instructions and corresponding
images, could further enhance the model’s adaptability.
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Figure 1: Model architectures for our fine-tuned model and inference time pipeline.

Figure 2: Model architectures for our fine-tuned model and inference time pipeline.
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Figure 3: The performance comparison between baseline model, pipeline model (inference time translation or
reasoning), and fine-tuned models across different prompts. The x-axis represents the CLIP Text-Image Direction
Similarity, while the y-axis shows the CLIP Image Similarity. Fine-tuned models demonstrate better performance
compared to baseline on reasoning prompts.
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Figure 4: Side-by-side comparisons of results generated by baseline model and fine-tuned models across different
prompts.
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Figure 5: Intermediate results: Resulting images after training on 1 shard for 0 and 1 epochs (2 hours training
time).

Figure 6: Intermediate results: Resulting images after training on 2 shards for 3 and 7 epochs (3.5 hours training
time).

Figure 7: Reasoning image editing example (Jin et al., 2024)
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Figure 8: Chinese image editing dataset generation example
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Figure 9: Reasoning image editing dataset generation example
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Figure 10: Chinese pipeline image editing example

15



16



Figure 11: Reasoning pipeline image editing example
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Figure 12: VLLM server bash code
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Figure 13: Custom LLM library to facilitate few shot prompting
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Figure 14: Reasoning dataset generation code
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Figure 15: Chinese dataset generation code
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Figure 16: Inference time BLIP2 captioning code
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Figure 17: Inference time LLM reasoning code
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Figure 18: Inference time LLM translation code
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Figure 19: Inference time LLM processed prompt batch generation code
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Figure 20: Diffusion batch generation code on LLM processed prompts for pipeline model
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Figure 21: Instruct-pix2pix fine-tuning dataset loader code
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